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Abstract: Sentence clustering plays a significant role in many 
textprocessing activities. For instance, several authors have 
discussed that integrate sentence clustering into extractive 
multidocument summarization useful to address issues of 
content overlap, leading to better coverage. Existing work 
proposed fuzzy clustering algorithm which is used for 
relational input data. This existing algorithm uses a graph 
representation of the data, and performs based on 
Expectation-Maximization framework. Proposed system 
improves the result of the clustering by introducing the novel 
sentence similarity technique. In our proposed system we are 
propose a new way to determine sentence similarities from 
different aspects. Probably based on information people can 
obtain from a sentence, which is objects the sentence describes, 
properties of these objects and behaviors of these objects. Four 
aspects, Objects-Specified Similarity, Objects-Property 
Similarity, Objects-Behavior Similarity and Overall Similarity 
are calculated to estimate the sentence similarities. First, for 
each sentence, all nouns in noun phrases are chosen as the 
objects specified in the sentence, all adjectives and adverbs in 
noun phrases as the objects properties and all verb phrases as 
the objects behaviors. Then, the four similarities are calculated 
based on a semantic vector method. We also conducted an 
experimental study with that could help us to efficiently 
clustering the sentence level text. Our study shows that this 
algorithm generates better quality clusters than traditional 
algorithms; in other words, it is benefits to increase the 
accuracy of the clustering result. 

Keywords: Sentence level clustering, Fuzzy relational 
clustering, Sentence Similarity and Objects based similarity. 

I. INTRODUCTION 
In many text processing activities, Sentence clustering 
plays a significant role in many textprocessing activities. 
For instance, several authors have discussed that integrate 
sentence clustering into extractive multidocument 
summarization useful to address issues of content overlap, 
leading to better coverage [1], [2], [3], [4]. On the other 
hand, sentence clustering can also be used within more 
general text mining tasks. For instance, regard as web 
mining [5], where the particular goal might be to find out 
some novel information from a set of documents primarily 
recovered in response to some query.  
By clustering the sentences of those documents we would 
intuitively expect at least one of the clusters to be closely 
related to the concepts described by the query terms; 
though, other clusters may contain information pertaining 

to the query in some way hitherto unknown to us, and in 
such a case we would have successfully mined new 
information. Irrespective of the specific task (e.g., 
summarization, text mining, etc.), a large amount 
documents will hold interconnected topics or themes, and 
numerous sentences will be related to some degree to a 
number of these. Nevertheless, clustering text at the 
sentence level poses specific challenges not present when 
clustering larger segments of text, such as documents. We 
now underline some main differences between clustering at 
these two levels, and analyze some existing methods to 
fuzzy clustering. 
Clustering text at the document level is well established in 
the Information Retrieval (IR) literature, where documents 
are typically represented as data points in a 
highdimensional vector space in which each dimension 
corresponds to a unique keyword [6], leading to a 
rectangular representation in which rows represent 
documents and columns represent attributes of those 
documents (e.g., tf-idf values of the keywords). This kind 
of data, which we refer to as “attribute data,” is agreeable 
to clustering by a large range of techniques.  
Given that data points lie in a metric space, we can eagerly 
perform prototype-based approaches such as k-Means [7], 
Isodata [8], Fuzzy c-Means (FCM) [9], [10] and the closely 
related mixture model methodh [11], all of which stand for 
clusters in terms of parameters, for instance means and 
covariances, and consequently assume a general metric 
input space. Because pairwise similarities or dissimilarities 
between data points can willingly be estimated from the 
attribute data using similarity approaches like that cosine 
similarity, we can also use relational clustering techniques 
such as Spectral Clustering [12] and Affinity Propagation 
[13], which take input data in the form of a square matrix 
W = {wij} (often referred to as the “affinity matrix”), where 
wij is the (pairwise) relationship between the ith and jth 
data object. 

II. RELATED WORKS

In early traditional summarization system, the significant 
summaries were created based on the most frequent words 
in the text. Luhn created the first summarization work [14] 
in 1958. Rath et al. [15] in 1961 proposed experimental 
proof for complexity inherent in the notion of ideal 
summary. Both systems used thematic features such as 
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term frequency; therefore they are illustrated by surface-
level techniques. In the early 1960s, new schemes known 
as entity-level methods appeared; the first technique used 
syntactic investigation [16]. The location features were 
used in [17], where key phrases are used dealt with three 
supplementary components: pragmatic words (cue words, 
i.e., words would have positive or negative effect on the 
particular sentence weight like important, key idea, or 
hardly); title and heading words; and structural indicators 
(sentence location, where the sentences appearing in initial 
or final of text unit are more significant to include in the 
summary. 
Clustering is an unsupervised approach to categorize data 
into disjoint subsets with high intra-cluster similarity and 
low inter-cluster similarity. Recent years, many clustering 
methods have been proposed, containing kmeans 
clustering[18], mixture models [18], spectral clustering 
[19], and maximum margin clustering [20], [21]. Most of 
these techniques carry out hard clustering, i.e., they give 
each item to a single cluster. This works better when 
clustering compact and well-separated groups of data, 
however in a lot of real-world situations, clusters overlap. 
Consequently, for items that be owned by two or more 
clusters, it may be more suitable to assign them with 
gradual memberships to prevent coarse-grained 
assignments of data [22]. This class of clustering 
techniques is called soft- or fuzzy-clustering. 
 

III. PROPOSED RESEARCH METHODOLOGY 
To bring the sentence semantic meaning more accurately, 
at the present time more and more applications need not 
only evaluating the overall similarity between sentences 
however also the similarity between parts of these 
sentences. In daily life, people can estimate sentence 
meaning from various aspects. For two sentences, “Young 
people like running.” “Old people like walking.” From the 
common meaning, both sentences say that people like 
exercises, which states that a strong similarity. However 
considering subjects and objects, there exists an important 
difference that different people prefer variouss exercises. 
To reproduce human’s comprehension to sentence meaning 
and make sentence similarity comparison more significant, 
we propose to measure sentence similarities from various 
aspects. 
Owing to the complexity of natural languages, only the 
minority types of sentences in text have all the three 
components of subject, predicate verb and object with 
normal orders, numerous compound and short sentences 
exist with absent or complemental components, or reversed 
order. In natural language processing, people regularly use 
parsing to discover the detailed information in sentences. 
Presently, the cost of parsing is expensive in time and 
resources, and the accuracy always proves disappointed. So 
except those purposes that really require to compare 
similarities between the subjects, predicate verbs, objects or 
other components in sentences, it is much inefficient and 
even impractical to compare sentence similarities according 
to their fully parsed trees. We propose our sentence 
similarity definitions, which make the calculating process 
more be similar to the human’s comprehension to sentence 

meanings and offer a more levelheaded result in sentence 
similarity comparison. 
Chunking, which is also called as shallow parsing, is a 
natural language processing approach that attempts to offer 
a sentence structure which machine can understand. A 
chunker splits a sentence into series of words that compile a 
grammatical unit (mostly noun, verb, or preposition 
phrase). It is an easier natural language processing task than 
parsing. With the intension of determining the information 
in sentences that we require to estimate the above four 
similarities, we chunk each sentence and extract all noun 
phrases and verb phrases. Then we pick all nouns in noun 
phrases as the objects specified in the sentence, all 
adjectives and adverbs in noun phrases as the objects 
properties and all verb phrases as the objects behaviors. 
Generally, people acquire information from a sentence on 
three aspects, or some of them: objects the sentence 
describes, properties of these objects and behaviors of 
these objects. Here, we try to estimate the sentence 
similarities from those three aspects. We define Objects-
Specified Similarity to express the similarity between the 
objects which the two sentences explain; Objects-Property 
Similarity to show the similarity between the objects 
properties of the two sentences; and Objects-Behavior 
Similarity to express the similarity between the objects 
behaviors. After that, we are calculating the Overall 
Similarity to describe the overall similarity of the two 
sentences, which is defined as the summation of the above 
three. 
 
A. Objects-Specified Similarity 
First, we map all nouns (objects specified) which is 
extracted from noun phrases of a sentence into an objects 
specified vector, which is abstractly similar to a 
representative vector space demonstration used in a 
standard IR method, however it only analyzes the nouns 
from noun phrases of the two compared sentences as the 
feature set instead of employing all indexed terms in the 
corpus. Each entry in the vector is derived from calculating 
the word similarity. After that, the maximum score from 
the matching words that exceeds certain similarity 
threshold θ will be chosen. Secondly, the similarity 
between objects specified of two sentences is described 
from the cosine coefficient between the two vectors. It is 
defined as, 

ܵ݅݉௢௦ ൌ
௩೚ೞభ∙	௩೚ೞమ

‖௩೚ೞభ‖∙‖௩೚ೞమ‖
   (1) 

Where, ܵ݅݉௢௦ is similarity between objects specified of two 
sentences, ݒ௢௦ଵ is objects specified vector s1 and ݒ௢௦ଶ is 
objects specified vector s2. 
 
B. Objects-Property Similarity 
First, we map all adjectives and adverbs (objects property) 
which is extracted from noun phrases of a sentence into an 
objects specified vector, which is abstractly similar to a 
representative vector space demonstration used in a 
standard IR method, however it only analyzes the 
adjectives and adverbs from noun phrases of the two 
compared sentences as the feature set instead of employing 
all indexed terms in the corpus. Each entry in the vector is 
derived from calculating the word similarity. After that, the 
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maximum score from the matching words that exceeds 
certain similarity threshold θ will be chosen. Secondly, the 
similarity between objects property of two sentences is 
described from the cosine coefficient between the two 
vectors. It is defined as, 

ܵ݅݉௢௣ ൌ
௩೚೛భ∙	௩೚೛మ

ฮ௩೚೛భฮ∙ฮ௩೚೛మฮ
   (2) 

Where, ܵ݅݉௢௦ is similarity between objects property of two 
sentences, ݒ௢௣ଵ is objects property vector s1 and ݒ௢௣ଶ is 
objects property vector s2. 
 
C. Objects-Behavior Similarity 
First, we map all verb phrases (objects behavior) of a 
sentence into an objects behavior vector, which is 
abstractly similar to a representative vector space 
demonstration used in a standard IR method, however it 
only analyzes the verb phrases of the two compared 
sentences as the feature set instead of employing all 
indexed terms in the corpus. Each entry in the vector is 
derived from calculating the word similarity. After that, the 
maximum score from the matching words that exceeds 
certain similarity threshold θ will be chosen. Secondly, the 
similarity between objects behavior of two sentences is 
described from the cosine coefficient between the two 
vectors. It is defined as, 

ܵ݅݉௢௕ ൌ
௩೚್భ∙	௩೚್మ

‖௩೚್భ‖∙‖௩೚್మ‖
   (3) 

Where, ܵ݅݉௢௕ is similarity between objects behavior of 
two sentences, ݒ௢௕ଵ is objects behavior vector s1 and ݒ௢௕ଶ 
is objects behavior vector s2. 
 

IV. EXPERIMENTAL RESULTS 
We analyze and compare the performance offered by fuzzy 
relational clustering method and clustering with objects 
based sentence similarity. The performance is evaluated by 
the parameters such as accuracy, f-measure, Purity and 
Entropy, runtime and computational cost. Based on the 
comparison and the results from the experiment show the 
proposed approach works better than the existing system.  
A. Accuracy 
Accuracy can be calculated from formula given as follows 

Accuracy = 
୘୰୳ୣ	୮୭ୱ୧୲୧୴ୣ	ା	୘୰୳ୣ	୬ୣ୥ୟ୲୧୴ୣ

୘୰୳ୣ	୮୭ୱ୧୲୧୴ୣ	ା	୘୰୳ୣ	୬ୣ୥ୟ୲୧୴ୣା୊ୟ୪ୱୣ	୮୭ୱ୧୲୧୴ୣା	୊ୟ୪ୱୣ	୬ୣ୥ୟ୲୧୴ୣ
 

     (4) 

 
Fig.1. Accuracy comparison 

This graph shows the accuracy rate of existing fuzzy 
relational clustering method and proposed clustering with 
objects based sentence similarity based on two parameters 
of accuracy and methods such as existing and proposed 
system. From the graph we can see that, accuracy of the 
system is reduced somewhat in existing system than the 
proposed system. From this graph we can say that the 
accuracy of proposed system is increased which will be the 
best one. 
B. F-measure comparison 
F-measure distinguishes the correct classification of 
document labels within different classes. In essence, it 
assesses the effectiveness of the algorithm on a single class, 
and the higher it is, the better is the clustering. It is defined 
as follows:           

F=2.precision.recall/precision+recall (5) 

 
Fig.2. F-measure comparison 

In this section, we compare the F-measure parameter 
between existing fuzzy relational clustering method and 
proposed clustering with objects based sentence similarity. 
It is mathematically calculated by using formula. As usual 
in the graph X-axis will be methods such as existing and 
proposed system and Y-axis will be F-measure rate. From 
view of this F-measure comparison graph we obtain 
conclude as the proposed algorithm has more effective in 
F-measure performance compare to existing system. 
C. Purity 
The purity of a cluster is defined as the fraction of the 
cluster size that the largest class of objects assigned to that 
cluster represents; thus, the purity of cluster j is 

௝ܲ ൌ
ଵ

ห௪ೕห

ݔܽ݉
݅ ሺหݓ௝ ∩ ܿ௜หሻ   (6) 

 
Fig.3. Purity comparison 
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In this section, we compare the purity parameter between 
existing fuzzy relational clustering method and proposed 
clustering with objects based sentence similarity. It is 
mathematically calculated by using formula. As usual in 
the graph X-axis will be methods such as existing and 
proposed system and Y-axis will be purity rate. From view 
of this purity comparison graph we obtain conclude as the 
proposed algorithm has more effective in purity 
performance compare to existing system. 
D. Entropy 
The entropy of a cluster j is a measure of how mixed the 
objects within the cluster are, and is defined as 

௝ܧ ൌ
ଵ

୪୭୥	|஼|
∑

ห௪ೕ∩௖೔ห

|௪ೕ|
݃݋݈

ห௪ೕ∩௖೔ห

|௪ೕ|
|஼|
௜ୀଵ   (7) 

 
Fig.4. Entropy comparison 

In this section, we compare the entropy parameter between 
existing fuzzy relational clustering method and proposed 
clustering with objects based sentence similarity. It is 
mathematically calculated by using formula. As usual in 
the graph X-axis will be methods such as existing and 
proposed system and Y-axis will be entropy rate. From 
view of this entropy comparison graph we obtain conclude 
as the proposed algorithm has more effective in entropy 
performance compare to existing system. 
 

 
Fig.5. Computational cost comparison 

 
In this section, we compare the computational cost 
parameter between existing fuzzy relational clustering 

method and proposed clustering with objects based 
sentence similarity. As usual in the graph X-axis will be 
methods such as existing and proposed system and Y-axis 
will be computational cost rate. From view of this 
computational cost comparison graph we obtain conclude 
as the proposed algorithm has more effective in 
computational cost performance compare to existing 
system. 

 
Fig.6. Runtime comparison 

 
In this section, we compare the run time parameter between 
existing fuzzy relational clustering method and proposed 
clustering with objects based sentence similarity. As usual 
in the graph X-axis will be methods such as existing and 
proposed system and Y-axis will be run time in seconds. 
From view of this run time comparison graph we obtain 
conclude as the proposed algorithm has more effective in 
run time performance compare to existing system. 
 

V. CONCLUSION 
Existing work proposed fuzzy clustering algorithm which is 
used for relational input data. This existing algorithm uses a 
graph representation of the data, and performs based on 
Expectation-Maximization framework. Proposed system 
improves the result of the clustering by introducing the 
novel sentence similarity technique. In our proposed system 
we are propose a new way to determine sentence 
similarities from different aspects. In our proposed system, 
we are proposing the objects in sentence based sentence 
similarity. Probably based on information people can obtain 
from a sentence, which is objects the sentence describes, 
properties of these objects and behaviors of these objects. 
Four aspects, Objects-Specified Similarity, Objects-
Property Similarity, Objects-Behavior Similarity and 
Overall Similarity are calculated to estimate the sentence 
similarities are proposed in our proposed work. 
Experiments show that the proposed clustering approach 
makes the sentence similarity comparison more 
spontaneous and provide a more reasonable result, which 
imitates the people’s knowledge to the meanings of the 
sentences. Our main future plan is to extend these proposals 
to the improvement of a probabilistic based fuzzy relational 
clustering algorithm. 
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